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Discussion



Simulate or not?

https://bdtechtalks.com/2022/01/06/real-
world-reinforcement-learning/

“Basically, it comes down to this question: is 
it easier to create a brain, or is it easier to 
create the universe? I think it’s easier to 
create a brain, because it is part of the 
universe,”
- Sergey Levine

https://bdtechtalks.com/2022/01/06/real-world-reinforcement-learning/


Simulate or not? Breakout rooms!

• Planning folks
Argue for the advantages of 
simulation
Argue against learning from batch 
of data/interaction

• Non-planning folks
Argue for against the advantages 
of simulation
Argue against for learning from 
batch of data/interaction

• Discussion for 5 mins in the rooms
• After rejoining the main room, one person from each group should 

summarize the arguments of the group
• It does not have to be perfect (time is short)



Computational complexity

• What is computation?
• How do we account for compute cost?



Questions from slack



Kushagra Chandak
+5
I did not quite understand the argument for proving the lower bound of 
policy iteration. Could you maybe go over that?



Prabhat Nagarajan
+1
I’m a little confused about the bounds in the discounting section. We show that
H >= H*{gamma, eps}.
Then we say that H_{gamma, eps} is an upper bound on H*{gamma, eps}. This 
means
H_{gamma, eps}  >= H*{gamma, eps}
From this how can we say that H >= H_{gamma, eps} ?
Here is a screenshot of the relevant part of the notes:



Prabhat Nagarajan



Kushagra Chandak
+5
I did not quite understand the argument for proving the lower bound of 
policy iteration. Could you maybe go over that?



Kushagra Chandak
Also, while talking about the iteration complexity of policy iteration, 
you said there are SA-A free spaces in the table. Shouldn't it be SA-S, 
since there's one optimal action for each state?

True


