
Lecture 8
Planning with 

global access and 
uniform realizability



Administrivia: Projects

• What makes a good project?

• Choose a topic
• If you choose a paper, improve on it
• How does it fit into the big picture?
• What is left? Can you add anything?
• Can you make the proof nicer?

• Move on if the paper is not “good”
• Start early
• Ask for help



Global access
Can get all the features at all states, can preprocess it

𝜻 −uniform action-value realizability

sup
!∈#$%&'

inf
(

𝑞! −Φ𝜃 ) ≤ 𝜁

Note
For finite MDPs, ∀𝜋 ∈ ML, ∃𝑚 > 0, 𝜋* *∈[,] st.
𝑞! ∈ Σ*𝛼*𝑞!! with some 𝛼* ≥ 0,∑* 𝛼* = 1
(Dadashi et al.)



least-squares policy 
evaluation



Least-squares Policy Evaluation
1. Rollouts from a set 𝒞 of well-
chosen state-action pairs
2. Average over those
3. Least-squares fit (𝔼 "𝑅! 𝑧 = 𝑞"(𝑧))

First head with 𝑋#, 𝑋$, …:
ℙ 𝑋% = Head = 1 − 𝛾



Alternative: Choose 𝐻 large enough and let

Lemma will be for this choice.
Homework: Think about the pros and cons of switching to the trajectories
with random length





optimal design



C and ϱ are chosen independently 
of θ and ϵ!

extrapolation error control with LS



KW: 𝒞 ≤ 𝑑(𝑑 + 1)/2, hence to make second term ≤ 2𝜀, enough if

Total # samples:|𝒞|𝐻𝑚 ≈ ." /01 ./3 /01(./5)
789 "3#



Questions from slack



Ehsan Imani  5 hours ago
In the proof of extrapolation error control lemma we bound the 
absolute value of (weighted) sum of

𝜀 𝑧’ 𝜑 𝑧′ ! 𝐺"#$𝜑(𝑧′)
by the (weighted) sum of 

𝜀 𝑧’ 𝜑 𝑧% ! 𝐺"#$𝜑 𝑧%

Generally, for two uncorrelated random variables 𝑋 and 𝑌, the 
magnitude of the sum of 𝑋𝑌 over some samples could be much 
smaller than the sum of 𝑋 𝑌 . Now in the proof if 𝜀 is mostly 
made up of a "variance" component that is not correlated with the 
features, can we reduce its effect on the bound in this way? Would 
the improvement in the bound worth the extra hassle?
And does the "helpful averaging" in the notes refer to this?! 
+8



Discussion



What is compute cost?

Example 1: 

Is this satisfactory? Does this mean that if PI is coded
up, it will give the optimal policy?



Problems

No infinite precision arithmetic on computers
Floating point is funky:

Errors can propagate, get large, overwhelm, ..

Order of operations matter
sum([1]+[1.0/1 billion]*1 billion) == 2?

Can’t invert “ill conditioned” matrices. Do we have those?



The goal
To know whether some calculations are ”safe”
Proposition:
With floating point using 𝑒 + 𝑓 bits and target 
accuracy 𝜀 > 0, effective horizon 𝐻 = 1/(1 − 𝛾), 
provided 𝑆𝐴 ≤ 𝑢(𝑒, 𝑓, 1/𝜀), for any MDP M of this 
size, policy iteration returns an 𝜀-optimal policy.

What is 𝑢? How do we get 𝑢?



Approaches: Computation over 
reals
Want computation over the “reals”
E.g. cost of 𝐴 ↦ 𝐴87𝑏, or x ↦ 𝑥
• Model 1: Turing machines
• Model 2: #operations in program that uses

infinite precision arithmetic (BSS model)
• Model 3: Bit model. Program runs on Turing 

machine, gets as input target accuracy, computes 
desired precision of input, gets arbitrarily rounded 
inputs

What are the strengths and weaknesses?


